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We compare the CDF W + n � 3 Jets data with predictions using the standard model.
Herwig is used to simulate tt production and VECBOS is used to simulate QCD W + n
� 3 Jets. We look at four di�erent data sets with tt content varying from 20% to 75%.
We examine several kinematic variables. We conclude that the data is consistent with
the standard model.

1. Introduction

This paper is about tt kinematics in W + n � 3 jets events where the W decays

leptonically. The topics covered will be the H analysis, 1 comparisons of directly

measured quantities, 2 kinematics using mass �tting, 3 and a search for resonances

decaying into tt. The last two topics are presented in outline as they will be pre-

sented in much greater depth later this year. Two additional topics, a likelihood

analysis and a multi-variable analysis, are not presented here. The likelihood anal-

ysis is already published 6 while the multi-variable analysis is still at an early stage

of development. The emphasis in this talk will be on showing that the kinematics

of the CDF W + n � 3 jet events agrees with Monte Carlo predictions for top

production (Herwig Monte Carlo) 4 plus QCD W + jets background (VECBOS).5

2. H Analysis

For this analysis of the CDF W + n � 3 jet data we use a variable called H. H is

de�ned as the scalar sum of the lepton transverse energy, the neutrino transverse

energy (measured by the 6ET in the event) and the transverse energy of the jets

(ET > 8 GeV, and j � j < 2.4). We will see that the H variable is a good way to

separate the top signal from the QCD W + jets background. We �rst de�ne the

requirements for a W sample. The event must contain an isolated electron or muon

with transverse momentum greater than 20 GeV/c and pseudorapidity j � j < 1.0.

Events with an ee or �� pair with an invariant mass between 75 and 105 GeV/c2

are removed since they are likely from a Z decay. Electrons from converted photons

are removed with high e�ciency by using tracking information. The 6ET must be
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greater than 20 GeV. The signal sample requires that the W sample contain 4 or

more jets. Three of the jets must pass a high threshold cut (ET > 15 GeV and j � j

< 2.0) and at least one additional jet must pass a low threshold cut (ET > 8 GeV

and j � j < 2.4).

We consider two di�erent control samples. The �rst containing 814 events is

called \3 Jet LOW". The jet requirement is that there be 3 jets with ET greater

than 8 GeV and that there be no fourth jet with ET greater than 8 GeV. The jets

are only considered if j � j < 2.4. The H distributions are shown for both the data

and VECBOS (Fig. 1). We have added to the VECBOS Monte Carlo data a very

Fig. 1. H distribution for the W + 3-jet
events passing the low threshold cuts.

Fig. 2. H distribution for the W + 3-jet
events passing the high threshold cuts.

small component of top (1%) corresponding to the expected top contamination in

this sample. We see very good agreement between data and VECBOS when the

Q2 scale is chosen so that it is equal to the square of the average PT of the jets

(h PT i2). The comparison between the data and VECBOS is also shown using

a cumulative distribution plot. The agreement is not quite as good when the Q2

scale is chosen to be the square of the W boson mass. The second control sample

contains 104 events and is called \3 Jet High". The jet requirement is that there

be 3 jets with ET greater than 15 GeV and that there be no fourth jet with ET
greater than 8 GeV. The 3 jets are required to have j � j < 2.0 and the fourth jet

can be in the pseudorapidity range j � j < 2.4. The H distributions are shown in

Fig. 2. In this case good agreement is obtained for both choices of Q2. The good

agreement is also displayed in the cumulative distribution plots. For this sample

the tt contamination is expected to be 10%.

At �rst glance this good agreement may be surprising because the background

to tt production also includes WW+ jets, where one W decays into an e� or e� pair

and W + jets where W ! �� and � ! l�l�� . There are also non-W backgrounds.

These are QCD multijet where one jet fakes an electron or muon, bb + multijet
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production where one of the b quarks decays semileptonically, ZZ + jets with Z

decaying leptonically but only one of the leptons being found, Z ! �� followed

by � ! l�l�� , and Drell-Yan production of lepton pairs along with extra QCD

jets. The H distribution for these backgrounds are very similar to that of the main

background of W + jets (direct production of a W which recoils against light quarks

and gluons). Thus we will consider only the W + jets background (VECBOS).

The signal sample consisting of 99 events is given in Fig. 3. It is clear that

the data is not the same as the VECBOS background. We show the plots for

both choices of Q2 scale. We again show the H distribution for the signal sample

in Fig. (4). The H distribution for the data is at a higher average H than for

VECBOS. The �gure also shows the H distribution for the b-tag events. These

events as expected peak towards higher values of H. The next �gure (5) shows

how the data can be expressed in terms of two components. The �rst component

is from tt production simulated using the Herwig Monte Carlo with Mtop = 180

GeV/c2. The second component is from QCD W + jets background (VECBOS).

We see that the area corresonding to two components are about equal. When the

two components are combined the result is given in Fig. 6. The result is a good �t

to the data.

Fig. 3. H distribution for the W + � 4-jet events passing the high threshold cuts.

The signal events are �t with a binned likelihood �t to a linear combination of

tt (Herwig) and background W + jets (VECBOS). The result as a function of the

top quark mass is shown in �gure 7. After �tting the data points in this plot with

a cubic polynomial we �nd the top quark mass is 180 � 12 GeV. This value of the

top mass is in excellent agreement with our previously published value. 3

The most important source of systematic uncertainity is due to the jet energy

scale. Other important considerations are the Q2 scale in VECBOS, the underlying
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Fig. 4. The H distribution for the high threshold signal sample. The H distribution for the SVX
and SLT tagged events is shown shaded.

Fig. 5. H distribution for the Top Monte
Carlo (Herwig with M

TOP
= 180 GeV/c2)

and for VECBOS (QCD W + jets).

Fig. 6. H distribution for a linear combina-
tion (best �t) of the Herwig Top Monte Carlo
and VECBOS (QCD W + jets).
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Fig. 7. Least squares �t of a cubic polynomial to the negative log-likelihood values from the
two-component (Herwig and VECBOS) �ts versus the top quark mass. The error bars reect the
statistical uncertainties of the �t due to �nite Monte Carlo statistics.

events in VECBOS and initial state radiation in Herwig. The �nal answer we obtain

from this analysis is 180 � 12 (stat) +19
�15 (syst) GeV/c

2. Both the statistical and

systematic errors are a little larger than our previously published value.3 Because

this sample is also correlated with the b-tag sample used in our published result the

result is quoted just to show consistency.

The result of the H analysis is the number of events corresponding to tt produc-

tion is larger than in our previous analysis. The likelihood �t yields 56 � 10 (stat)

� 5 (syst) while our published analysis corresponds to 34 � 10 (stat) � 5 (syst).

These results are consistent with each other (within statistical and systematic un-

certainties).

We have established that the total transverse energy distribution of W + n � 4

jets is not consistent with known backgrounds (deviates by more than 3.8 � using

the Kolmogorov test). The best �t to the H distribution is obtained using a linear

combination of Herwig with a top mass of 180 GeV/c2 and VECBOS. We also �nd

a large fraction of the b-tagged events in the high H region.

3. Directly Measured Kinematics

We will show that the W + n � 3 Jet data (where the W decays leptonically)

agrees with Monte Carlo predictions. The Monte Carlo predictions consist of tt

events using Herwig and background consisting of QCD W + n � 3 jet production

using VECBOS. Herwig is a Monte Carlo program based on the leading order QCD

matrix elements for the hard process, followed by coherent parton shower evolution,

hadronization, and an underlying event model based on data. VECBOS is a parton-

level Monte Carlo program based on tree-level matrix element calculations. We will
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show that the data agrees with the Monte Carlo predictions for many data sets,

many kinematic variables and for a range of cuts allowed by statistics.

Four di�erent data sets are used with tt content varying from about 20% to 75%.

The �rst data set is the standard W + 3 jet sample. For this sample there must be

3 jets with ET > 15 GeV. The second data set (used in our mass �ts) requires the

standard 3 jets plus a fourth jet with ET > 8 GeV. The third set is called the high

threshold sample and requires ET > 15 GeV for the fourth highest energy jet. This

sample also has a dijet separation cut (�R =
p
(��)2 + (��)2 > 0.6). The fourth

sample requires the standard 3 jets and that there be an SVX-btag.

The kinematic variables are put into two classes which have di�erent charac-

teristics for the tt signal and the QCD W +jets background. Our �rst class is the

energy variables which are used by most analyses. All the energy variables listed

use only the transverse components of the energy since they give better separation

between the tt signal and the QCD W + jets background. These variables all have

the property that the mean of the distribution is greater for the tt signal than for

the QCD W + jets background. The other class is that of angular variables. First

we consider the angular variables corresponding to a polar angle. The polar angle

variables separate the signal from the background because top is more centrally pro-

duced than the QCD W + jets background. The distribution in � can also be used

to separate top from background because top events are more circular than VEC-

BOS. Also useful are combinations of the angular variables(�, �) like the aplanarity

(top production is more aplanar than VECBOS).

We next show several of the kinematic variables for data set II. The jets are

ordered in transverse energy (ET) with the notation being ET(2) refers to the trans-

verse energy of the second highest ET jet. The distribution for ET(3) + ET(4) is

given in Fig. 8.

This is one of the best variables for separating top from QCD W + jets. We see

that the mean of the distribution for TOP 170 is 79.5 GeV and that for VECBOS is

56.8 GeV. The data has a mean of 64.3 GeV, much as expected. We have estimated

the tt contribution to data set II to be 30%. This estimate is based on the number

of SVX-btags in data set I and their estimated background. We need to know the

e�ciency of the SVX tagging (42 � 5%) and the e�ciency of data set II for top

relative to data set I(86%). Fig. 9 shows the comparison of the data and a mixture

of 30% TOP 170 and a 70% VECBOS. As expected good agreement is obtained

between data and Monte Carlo.

An important aspect of any analysis is that it reproduces the Monte Carlo

expectations for all variables. The ET(lepton) is a variable with almost the same

shape for the TOP 170 and for VECBOS. Fig. 10 shows that the distributions for

ET(lepton) are almost identical for data, TOP 170, and VECBOS as expected.

An angular variable is the largest j � j for the three highest energy jets (�max).

Fig. 11 shows that the TOP 170 distribution (mean = 1.08) is much more central

than VECBOS (mean = 1.31). Again the data is between the TOP 170 and the

VECBOS distributions. Fig. 12 shows that the data is well �t by a mixture of 30%
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VECBOS   56.8 GeV
Top 170  79.5 GeV
Data     64.3 GeV

Fig. 8. The distribution of E
T
(3) + E

T
(4)

for data set II compared to the Monte Carlo
distributions for VECBOS and TOP 170.

Fig. 9. The histogram corresponds to a mix-
ture of 30% TOP 170 and 70% VECBOS for
data set II.

VECBOS   50.4 GeV
Top 170  53.2 GeV
Data     52.9 GeV

Fig. 10. The distribution of E
T
(lepton) for data set II compared to Monte Carlo distribution for

VECBOS and TOP 170.
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VECBOS   1.31
Top 170  1.08
Data     1.23

Fig. 11. The distribution of �max for data set
II compared to Monte Carlo distribution for
VECBOS and TOP 170.

Fig. 12. The histogram corresponds to a mix-
ture of 30% Top 170 and 70% VECBOS for
data set II.

TOP 170 and 70% VECBOS.

Another angular variable is cos(�?) where �? is the angle of the jet relative to

the average direction of the proton-antiproton in the center of mass system (Fig. 13).

The mean value for TOP 170 is 0.666 and that for VECBOS is 0.764. The mean

value for the data is 0.709 much as expected. Fig. 14 shows the data and a mixture

of 30% TOP 170 and 70% VECBOS.

To make a comparison of four di�erent data sets we show what we call an

\Overview Plot". This is an integral plot that shows deviations of the data from

VECBOS predictions in units of statistical uncertainty. Each �gure shows a di�erent

variable for the 4 data sets. One feature of these plots is that only the shapes of the

distributions are compared (no absolute normalization is used). The horizontal axis

is the fraction of TOP 170 Monte Carlo events passing the cut. The vertical axis is

the standard deviation of the fraction of events above the cut from the predictions

of a VECBOS template:
(fdata � fVECBOS)

�

� =

r
(fVECBOS + 1=n)(1� fVECBOS + 1=n)

n

n = number of data events

The vertical deviation is by de�nition zero for no cut. As cuts are made on the

variable, the cut e�ciency for TOP 170 decreases from 1.0 as one moves along

the horizontal axis from right to left. At �rst, the deviation from the VECBOS
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VECBOS   0.764
Top 170  0.666
Data     0.709

Fig. 13. The distribution for cos(�?)max for
data set II compared to Monte Carlo distri-
butions for VECBOS and TOP 170.

Fig. 14. The histogram corresponds to a mix-
ture of 30% TOP 170 and 70% VECBOS.

template typically increases as the cut e�ciency decreases. At some cut e�ciency,

the curves typically turn over because because the deviation from the long tails

of the VECBOS template decreases in terms of expected statistical uncertainity.

Below the cut e�ciency when the VECBOS template predicts one event (0.5 for

data set IV), all curves are set to zero. If the data is assumed distributed like

the indicated mixture of tt and VECBOS, the expected statistical uncertainity is

typically 1.0 to 1.5 vertical units (error bars on selected data points are shown).

The error bars on adjacent points are correlated because it is an integral plot.

Before going to the Overview plots for the data, we show a Monte Carlo plot

of the expected deviation for several variables. (Fig. 15). This plot compares

the predictions for these variables for data set II assuming there are 80 events of

which 33% are TOP 170. All the curves start at 0.86 because this is the e�ciency

of the data set II cuts with respect to data set I. The solid triangles correspond

to the variable ET(3) + ET(4) which is the variable that has the best predicted

discriminating power. The variable (ET(2) - 20)� (ET(3) - 20) is indicated by an

open square. This variable also has very good discriminating power and is very

similar to the variable used in the likelihood analysis 6. The next best variable

(indicated by a asterisk) is ET(3). Next in predicted discriminating power is theP
ET of all of the jets above threshold (solid squares). Next comes the variable H

(sum of all ET's in the event) which we discussed in detail in section 2 (open circles).

The �nal two variables Et(1) and the aplanarity have relatively little predicted

discriminatory power.

The data in the overview plot is represented by solid points. The hatched band
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Fig. 15. Deviation plot comparing variables for data set II. This is a purely Monte Carlo plot
using 33% TOP 170.

is the expectation for 100% VECBOS; the width of the hatched region corresponds

to two extreme q2 scales for �(s): h PT i2 and M2
W
. For the energy variables the

lower edge of the hatched region corresponds to q2 = h PT i2 and the upper edge

to M2
W
. The magenta (blue) band is the indicated mixture of TOP 170 (TOP 190).

The width of the band represents the uncertainty in the q2 scale for VECBOS

plus any indicated uncertainty in the percentage of tt events. In Fig. 16 we show

the overview plot for ET(1). The signi�cance of this plot is expected to be small

for the present amount of data (67 pb�1). We see that data set I is about what

we expected while data sets II and IV indicate a higher top mass, and data set

III indicates a lower top mass. High data points may also be an indication that

the percentage of top has been underestimated because of the correlation between

the energy and the percentage of tt in the Monte Carlo predictions. The general

impression for all four data sets is much as expected for this given variable. In

Fig. 17 we show the overview plot for ET(3) + Et(4). Remember this is the variable

with best discriminatory power. The behavior for data set I, II and III seems much

as expected. Data set IV favors a lower value of top mass. In Fig. 18 we show the

overview plot for H. The data for set III seems much as expected. Data set I, II

and IV all favor a higher top mass than 170. Data set II especially seems to have

uctuated to higher values of top mass. In Fig. 19 we show the overview plot for

the PT(electron). We expect to see no deviation from VECBOS for this variable.

This as expected is exactly what we see for all four data sets. In Fig. 20 we show

the overview plot for the aplanarity. This is a variable that does not depend on the

energy thus the curves for TOP 170 and TOP 190 are essentially identical. Data

set III agrees with our expectations. Data set I, II and IV show slightly larger

deviations from VECBOS than expected. For this and all angular plots, the upper
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Fig. 16. Overview plot for the variable E
T
(1). Points are the data; bands are the Monte Carlo

predictions.

Fig. 17. Overview plot of the variable E
T
(3) + E

T
(4). Points are the data; bands are Monte

Carlo predictions.
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Fig. 18. Overview plot for the variable H. Points are the data; bands are Monte Carlo predictions.

Fig. 19. Overview plot for the P
T
(electron). Points are the data; bands are Monte Carlo

predictions.
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Fig. 20. Overview plot for aplanarity. Points are the data; bands are Monte Carlo predictions.

edge corresponds to q2 = h PT i2. The fact that the deviations are on the high side

is what we would expect from the H analysis presented in section 2.

In this section we have compared four data sets and �ve variables to Monte

Carlo predictions. We have looked 2 at a much larger set of variables that include

ET(2), PT(W), �MAX, cos(�
?)MAX, and circularity. Our conclusion is that the data

is well �t by the mixture of VECBOS and TOP 170 indicated by the SVX tagging

rate. This mixture has varied from about 20% TOP 170 for data set I to 75% for

data set IV. There is a slight tendency of the data to agree better with a slightly

higher value of the top mass. This could be an indecation that the tt production

has been underestimated or that top is produced with larger PT than predicted by

the Herwig simulation.

4. Kinematics using Mass Fitting

Now that the existence of the top quark has been established 3 7, other properties of

the tt system need to be investigated. To proceed further we must �t the events to

the tt hypothesis. We use the measured energy and angle of each of the four leading

jets to infer the 4-momentum of the primary partons..3 The constraints of the mass

�t improve the resolution of the kinematic quantities. The situation is complicated

because of gluon radiation. It is further complicated in that the assignments may

not be correct (clearly b-tagging helps, and tagging both b 's helps more). Perhaps

the most interesting quantity is the mass of the tt system. This is shown in Fig. 21

for the same data set used in the H analysis (section 2) and very similar to data set
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II used in the directly measured kinematics analysis (section 3).
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Fig. 21. Invariant mass distribution of the
tt for pretagged events (points). The back-
ground (VECBOS) is shown as a dotted
curve. A �t to the data using a mixture of
VECBOS and TOP 175 is shown as a dashed
curve.

Fig. 22. Invariant mass distribution of the tt

for b-tagged events (solid curve).The back-
ground (VECBOS) is shown as a dotted
curve. A �t to the data using a mixture of
VECBOS and TOP 175 is shown as a dashed
curve.

The distribution is only for events that have a good mass �t (�2 < 10). The

data consists of 88 events. The background (QCD W + jets ) is constrained to 61.4

events. The data is well �t by the mixture of TOP 175 and background (VECBOS).

We now show the tt mass distribution for the b-tagged sample (Fig. 22). The data

consists of 19 events (both SVX and SLT tags have been used). The background

(QCD W + jets) is constrained to 6.2 events. Again the data is well �t by the

mixture of of TOP 175 and background(VECBOS).

We will soon present data on a 100 pb�1 sample. At that time we plan to present

data including the PT(top) and �(top).

5. Search for Resonances Decaying into tt

Physics beyond the standard model could appear as structure in the tt mass dis-

tribution. One such non standard model has been proposed by C.T. Hill.8 In this

model a technicolor Z0 could decay to tt or bb. We will use this model for purposes

of illustration. In section 4 we improved the kinematics by requiring a mass �t. In

this section we further improve the kinematics by constraining the mass of the top

to our measured value of 176 GeV/c2. Fig. 23 shows how the mass resolution is

improved by this constraint. The distributions were generated with the standard

top Monte Carlo (Herwig) and the standard CDF detector simulations.

If the Z0 existed then there would be three components to the tt mass distri-

bution. The �rst would be the standard model top (Herwig TOP 175), the second

would be the QCD W +jets background (VECBOS) and the third would be new
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Herwig Top Monte Carlo (MTOP=175 GeV/c2)
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Fig. 23. Top two plots are the reconstructed mass of the tt mass for the top Monte Carlo. The
upper left plot has no top mass constraint. The upper right plot has the top mass constrained
to 175 GeV/c2. The bottom two plots are the di�erence between the generated tt mass and the
reconstructed tt mass without and with the top mass constraint.

physics (Z0). For purposes of illustration we have chosen Z0's of mass 400, 500 and

600 GeV/c2 (Fig. 24). Note that as the Z0 mass gets heavier the corresponding

yield of events gets smaller. The contribution of the QCD W + jet background is

not included in the �gure. However, the presence of the QCD W + jets background

should not stop us from observing a Z0 signal.

The mass constrained �t for the b-tagged data sample is shown in Fig. 25. The

b-tagged sample consists of 19 events, but when the top mass constraint is added

(�2 < 10), 2 events were lost. The black curve shows the b-tagged events. The red

curve shows the standard model prediction (Herwig TOP 175 and VECBOS). The

excess of the data over the standard model would be a signal for new physics. The

data seem to be consistent with the standard model, but clearly adding more data

will be interesting. The present run should yield over 100 pb�1. Following this run

the CDF detector will be upgraded.9 This upgrade will allow us to use the higher

luminosity provided by a new main injector. It is hoped that a luminosity of 1032

cm�2sec�1 can be achieved for our next run (called \run II"). The goal for run II

is to have an integrated luminosity of 2000 pb�1.
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Topcolor Z´ Monte Carlo (C. Hill)
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